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(57) ABSTRACT 

A system for controlling a computing device. The system 
includes, a plurality of sensed locations corresponding to a 
sensed object, a sensing apparatus to sense a position of the 
sensed locations relative to the sensing apparatus, and a 
motion control engine executable on a computing device, in 
response to the motion control engine receiving position data 
indicative of the position of the sensed locations from the 
sensing apparatus, the motion control engine to generate an 
adjusted position based on the position data, wherein the 
adjusted position is offset from the position of the sensed 
locations, and wherein the adjusted position is fixed relative 
to the position of the sensed locations. 

20 Claims, 6 Drawing Sheets 
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APPROACH FOR OFFSET MOTON-BASED 
CONTROL OF A COMPUTER 

TECHNICAL FIELD 

The present description relates to systems and methods for 
using a movable object to control a computer. 

BACKGROUND 

Motion-based control systems may be used to control com 
puters and more particularly, motion-based control systems 
may be desirable for use with video games. Specifically, the 
interactive nature of control based on motion of a movable 
object, such as for example, a user's head may make the video 
gaming experience more involved and engrossing because the 
simulation of real events may be made more accurate. For 
example, in a video game that may be controlled via motion, 
a user may move their head to different positions in order to 
control a view of a rendered scene in the video game. Since 
the view of the rendered scene is linked to the user's head 
movements the video game control may feel more intuitive 
and the authenticity of the simulation may be improved. 

In one example configuration of a motion-based control 
system, a user may view a rendered scene on a display Screen 
and may control aspects of the rendered scene (e.g. change a 
view of the rendered scene) by moving their head. The display 
screen may be fixed whereas the users head may rotate and 
translate in various planes relative to the display screen. In 
Such a configuration, a sensing apparatus or a sensed beacon 
may be attached to the user's head in some fashion and 
control of aspects of the rendered scene may be based on the 
position of the sensed beacon relative to the sensed apparatus. 

However, there may be some drawbacks to controlling 
aspects of a rendered scene directly based on the actual posi 
tion of the sensing beacon relative to the sensing apparatus. 
Namely, with regard to the above example, since the sensing 
beacon or the sensing apparatus may be positioned adjacent 
to the user's head and notata Substantially central position of 
the user's head, motion-based control of the rendered scene 
using the head of the user may be inaccurate or skewed since 
the sensing beacon or sensing apparatus may offset in a par 
ticular direction to a side of the users head. Accordingly, 
presentation of a rendered scene may be perceived as skewed, 
unnatural, and/or inaccurate by a user since the perspective 
and movement of the rendered scene may not be aligned with 
a user expected position 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 depicts a schematic block diagram depicting a sys 
tem for controlling a computer based on position and/or 
movement of a sensed object. 

FIG. 2 depicts an example of a sensed location represen 
tative of a sensed object that is offset from an actual position 
to an adjusted position. 

FIG.3 depicts an example of a plurality of sensed locations 
representative of a sensed object that are offset from an actual 
position to an adjusted position. 

FIG. 4 graphically depicts one example of an actual posi 
tion being offset in six degrees of freedom to an adjusted 
position. 

FIGS. 5A-5B depict an examples of a perspective of a 
rendered scene that is modified based on an actual position of 
a sensed location being offset to an adjusted position. 

FIG. 6 depicts a schematic block diagram of one or more 
sensed location interacting with an intermediary object. 
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2 
FIG.7 depicts an example of an intermediary object inter 

acting with a virtual user. 
FIG. 8 depicts an example of a offset calibration graphical 

user interface. 
FIG. 9 depicts an example method for generating an 

adjusted position that is offset from an actual position of a 
sensed location. 

DETAILED DESCRIPTION 

The present description is directed to a system for control 
ling a computer (e.g., controlling computer hardware, firm 
ware, a software application running on a computer, etc.) 
based on the real-world movements of an operator's body or 
other external object. The description is broadly applicable to 
a setting where positioning of an object is used for controlling 
a computer (e.g., computer game software), although the 
examples discussed herein are primarily directed to control 
based on movements of a user's head, as detected by a com 
puter-based position sensing system. More particularly, many 
of the examples herein relate to using sensed head movements 
to control a virtual reality Software program, and still more 
particularly, to control display of virtual reality Scenes in a 
game or other software that provides “first person' and/or 
“third person’ views of a computerized scene. 

Furthermore, various approaches for creating an adjusted 
position for control of presentation of a rendered scene that is 
offset from a sensed location will be discussed herein below. 
By offsetting the control positionaway from a sensed location 
to a desired position of a sensed object, accuracy of motion 
based control as perceived by a user may be improved. 

FIG. 1 schematically depicts a motion-based control sys 
tem 30 according to the present description. A sensing appa 
ratus, Such as sensor or sensors 32, is responsive to, and 
configured to detect, movements of one or more sensed loca 
tions 34, relative to a reference location or locations. Accord 
ing to one example, the sensing apparatus is disposed or 
positioned in a fixed location (e.g., a camera or other optical 
sensing apparatus mounted to a display monitor of a desktop 
computer). In this example, the sensing apparatus may be 
configured to sense the position of one or more sensed loca 
tions on a sensed object (e.g., features on a user's body. Such 
as reflectors positioned at desired locations on the user's 
head). 

According to another embodiment, the sensing apparatus 
may be moveable and the sensed locations may be fixed. For 
example, in the setting discussed above, the camera may be 
secured to the user's head, with the camera being used to 
sense the relative position of the camera and a fixed sensed 
location, such as a reflector secured to a desktop computer 
monitor. Furthermore, multiple sensors and sensed locations 
may be employed, on the moving object and/or at the refer 
ence location(s). In one particular example, a plurality of 
sensed locations may correspond to multiple parts of a body 
of a user and the different body parts may act as sensed 
locations to control different aspects of presentation of a 
rendered scene or other aspect of control of a computing 
device. Further, in another example multiple sensed locations 
may correspond to an intermediary object controllable by the 
user. Further still, the sensed locations may correspond to 
both the body of the user and the intermediary object. 

It will be appreciated that the position of the sensed loca 
tions may be relative to a reference position. For example, the 
reference position may be proximate to the sensing apparatus 
and thus the position of the sensed locations may be relative 
to the sensing apparatus. Further, it will be appreciated that 
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other desired reference positions may be used to define a 
position of the sensed locations. 

In the above example embodiments, position sensing may 
be used to effect control over rendered scenes or other images 
generated by a computing device on a display monitor posi 
tioned away from the user, Such as a conventional desktop 
computer monitor or laptop computer display. 
One or more sensed locations may correspond to a sensed 

object which may be used to affect control of a computing 
device, and more particularly, may be used to affect control of 
presentation of a rendered scene, Such as a virtual reality 
game, for example. In some cases, the sensed locations may 
correspond to a sensed object by being secured or affixed to a 
sensed object. In one particular example, the sensed locations 
maybe fixed on aheadsetworn by a user and the sensed object 
may be the head of the user. In some cases, the sensed loca 
tions may correspond to a sensed object by having a position 
or orientation relative to the sensed object. In one particular 
example, the sensed locations may be fixed or integrated with 
a control device held in a hand of a user and the sensed object 
may be the hand of the user. Further, it will be appreciated that 
the sensed locations may correspond to a sensed object in 
other suitable manners to affect control of a computer. 

Continuing with FIG. 1, sensing apparatus 32 typically is 
operatively coupled with engine 40, which receives and acts 
upon position signals or positional data 42 received from 
sensing apparatus 32. Engine 40 receives these signals and, in 
turn, generates control commands (or signals) 44 which are 
applied to control Software/hardware 46 (e.g., a flight simu 
lation program), which may also be referred to as the “object’ 
or “objective' of control. Engine 40 may be configured to 
generate an adjusted position based on the positional data that 
simulates a position of the sensed object in order to improve 
control accuracy of the object of control. In particular, engine 
40 may modify positional data received from the sensing 
apparatus to create an offset position from which control of a 
rendered scene or other aspect of a computing device may be 
based. Further, the adjusted or offset position may be fixed 
relative to the actual position of the sensed locations. 

In some embodiments, software/hardware 46 may include 
a graphical user interface (GUI) 52 to facilitate setup of an 
offset position to control presentation of rendered scene 54. 
The offset setup GUI will be discussed in further detail below. 
Further, it will be appreciated that in some embodiments, 
engine 40 may automatically offset the actual position of the 
sensed location to an adjusted position without user interac 
tion. In some cases, engine 40 may be configured to offset the 
actual position of the sensed locations to a predetermined 
adjusted position. 

Various additional features and functionality may be pro 
vided by user interface 50. For example, user interface 50 may 
include one or more user input devices such as a mouse or 
keyboard. It should be appreciated that the above described 
motion-based control system hardware and software may be 
implemented via various computing systems including but 
not limited to personal computers, laptops, gaming consoles, 
simulators etc. Furthermore, the engine, controlled Software 
and/or command interface may be executable code that is 
stored in a storage medium of the computing system. In some 
embodiments, the engine may be executable by a processor 
included in the sensing apparatus. In other embodiments, the 
engine may be executable and or stored on other hardware 
that may be included in a different computing device of the 
system. 
The object of control which may be controlled according to 

movements of the sensed locations associated with one or 
more sensed object(s) (e.g. a user's head) may take a wide 
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4 
variety of forms. As discussed above, the object of control 
may be a first person virtual reality program, in which posi 
tion sensing is used to control presentation of first person 
virtual reality Scenes to the user (e.g., on a display). Addition 
ally, or alternatively, rendering of other scenes (i.e., other than 
first person scenes) may be controlled in response to position 
ing of the sensed locations or as desired an adjusted position 
offset to correspond with the sensed object. It will be appre 
ciated that a wide variety of other hardware and/or software 
control may be based on position sensing, other than control 
of a view of a rendered scene. 

Continuing with FIG. 1, in some embodiments, the various 
depicted components may be provided by different vendors. 
Accordingly, in order to efficiently facilitate interoperability, 
it may be desirable to employ components such as command 
interface 48, to serve as translators or intermediaries between 
various components. Assume, for example, that the object of 
control is a video game that has been available for a period of 
time, with established commands for controlling panning/ 
movement of scenes and other aspects of the program. 
Assume further that it was originally intended that these 
control commands be received from a keyboard and mouse of 
a desktop computer. To employ the motion control described 
herein with such a system, it may be desirable to develop an 
intermediary, such as command interface 48, rather than per 
forming a significant modification to engine Software 40. The 
intermediary would function to translate the output of engine 
Software 40 into commands that could be recognized and used 
by the video game. In many embodiments, the design of such 
an intermediary would be less complex than the design of 
engine 40, allowing the motion control system to be more 
readily tailored to a wide range of existing games/programs. 
In one example, command interface 48 may be included in a 
software development kit (SDK) that may be distributed to 
developers so that motion control setting may be easily 
included in software that is being developed. 

FIGS. 2-3 show different example configurations of one or 
sensed locations that correspond to a sensed object to control 
presentation of a rendered scene or other computing opera 
tions. In each of the examples, the sensed locations maybe 
offset to an adjusted position that is aligned with the sensed 
object in order to improve control accuracy of the rendered 
scene from the perspective of the sensed object as perceive by 
a user. FIGS. 2-3 show a relative frame of reference that may 
be used to describe translational and rotational movement of 
the sensed location(s) and/or the sensed object. The frame of 
reference for the sensed object may be determined based on a 
position of sensed locations 34 relative to the sensing appa 
ratus or another predetermined reference position. In one 
particular example, sensed locations 34 may be in a fixed 
configuration positioned in proximity to the head of a user. 
The location of the sensed locations relative to a fixed location 
may be determined using a sensing apparatus, such as for 
example, an infrared camera. Assuming that the infrared cam 
era is positioned in proximity to a computer display, assume 
the Z axis of the frame of reference represents translation of 
the user's head linearly toward or away from the computer 
display point of reference. The X axis would then represent 
horizontal movement of the head relative to the reference, and 
the Y axis would correspond to vertical movement. Rotation 
of the head about the X axis is referred to as “pitch' or P 
rotation; rotation about the Y axis is referred to as "yaw’ or A 
rotation; and rotation about the Z axis is referred to as “roll 
or R rotation. Accordingly, the sensed object may translate 
and/or change orientation within the frame of reference based 
on the reference location. 
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It should be appreciated that the use of an infrared camera 
is exemplary only and that other types of cameras and sensing 
may be employed. Indeed, for some applications, non-optical 
motion/position sensing may be employed in addition to or 
instead of cameras or other optical methods. For example, 
positional data indicative of an actual position of a sensed 
location may be generated from one or more accelerometers. 
Further, the positional data generated from the accelerom 
eters may be relative to a world coordinates system and the 
positional data may be adapted to a relative coordinate system 
and corresponding plane of reference. 

Referring now to FIG. 2, an example of a sensed location 
corresponding to a sensed object to control presentation of a 
rendered scene is shown. Sensed location 202 may be located 
at an actual position 204 that is proximate to sensed object 
206. Actual position 204 may be a position relative to a 
reference position and may have a frame of reference that is 
relative to the reference position. As discussed above, sensed 
object 206 may be any suitable object and the motion of 
sensed object 206 may be used to control a computing device. 
In one example, the sensed location may be an infrared light 
emitting diode (LED), a reflective Surface, or other sensing 
beacon and the sensed object may be the head of a user. The 
infrared LED, etc. may be placed proximate to the head of a 
user to track movement of the head by any suitable coupling 
device Such as a headset, helmet, hat, clip, etc. However, 
controlling presentation of a rendered scene directly based on 
the actual position of the sensed location may cause the ren 
dered scene to appear skewed since, in this example, the 
actual position of the sensed location may be located upward 
and rightward of the sensed object as viewed from the posi 
tion facing the sensed object. Accordingly, the actual position 
204 of the sensed location 202 may be offset to an adjusted 
position 208. In this example, the adjusted position 208 may 
be located at a central position of sensed object 206, or in the 
case that the sensed object is a head the adjusted position may 
be aligned with eyes of the head. In this way, the adjusted 
position from which presentation of a rendered scene may be 
controlled may be aligned with a perspective of a user. Align 
ing the adjusted position with the eyes of a user may be 
particularly applicable to a rendered scene presented in a first 
person perspective such as during a first person virtual reality 
game. 

It will be appreciated that the adjusted position may be 
offset from the actual position of the sensed location to any 
Suitable position corresponding to the sensed object in order 
to improve motion based control and presentation accuracy of 
a rendered scene. Further, the offset may include translational 
and/or rotational shifting of the actual position in order to 
create the adjusted position. 

Turning now to FIG.3 an example of a plurality of sensed 
locations corresponding to a sensed object to control presen 
tation of a rendered scene is shown. Sensed locations 302 may 
be located at actual positions 304, 306, and 308 that are 
proximate to sensed object 310. In particular, sensed loca 
tions 302 may include three sensed locations arranged in a 
fixed array with each of the three sensed locations being fixed 
relative to the other sensed locations. In some cases, a fixed 
array of three or more sensed locations may be used to deter 
mine an orientation of a sensed object with six degrees of 
freedom of movement corresponding to six axes of move 
ment (X, Y, Z, P. R. Y). Since the three sensed locations may 
be fixed relative to each other, the position of the sensed 
locations relative to a reference position may be used to 
designate a frame of reference to the sensed object and deter 
mine translation and rotation of the sensed object. In this way, 
movement of a sensed object in three-dimensional space may 
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6 
be evaluated for up to six degrees of freedom and control of 
the rendered scene may be correspondingly adjusted based on 
six degrees of freedom. 

Similar to the configuration of FIG. 2, the actual position 
304,306,308 of the plurality of sensed locations 302 may be 
offset from the a desired position corresponding to the sensed 
object 310 due to the manner in which the sensed locations are 
coupled to the sensed object. For example, a user may wear a 
headset having a fixed array of light emitting diodes and the 
array may be raised or located in another position since the 
headset may rest on top of the user's head. Accordingly, the 
actual position 304,306, 308 of the plurality of sensed loca 
tions 302 may be offset to an adjusted position 312,314,316. 
In this example, the adjusted position of the plurality of 
sensed location may be located Substantially at a central posi 
tion of sensed object, or in the case that the sensed object is a 
head the adjusted position may be aligned with eyes of the 
head. Note that six degrees of freedom may be tracked for the 
plurality of sensed locations and correspondingly the 
adjusted position of the plurality of sensed location may 
include a separate offset value for each of the six degrees of 
freedom. Accordingly, the adjusted position 312, 314, 316 
may include translations in one or more of the X, Y, X axes 
and rotations in one or more of the P, R, A axes in order to 
create an offset Substantially at a center position of the sensed 
object. In this way, the adjusted position from which presen 
tation of a rendered scene may be controlled may be aligned 
with a perspective of a user. 

In some embodiments, a single position defined by six 
degrees of freedom may be derived from the actual position of 
a plurality of sensed locations. By creating a single position 
with six degrees of freedom motion control processing may 
be simplified. For example, the three sensed locations of the 
fixed array shown in FIG.3 may be averaged to generate a 
single location like that shown in FIG. 2. Further, the single 
location may include six points or values corresponding to the 
six degrees of freedom that may be determined from the 
orientation of three the sensed location relative to a fixed 
location. Note that other calculations and/or processing may 
be performed to derive a single position for a plurality sensed 
locations. 

FIG. 4 diagrammatically shows an example of an actual 
position with six degrees of freedom that may be modified 
with a separate offset each of the six degrees of freedom to 
create an adjusted position that has six degrees of freedom. 
Diagram 400 includes an actual position created from one or 
more sensed locations. The actual position may include six 
degrees of freedom of movement. In particular, the six 
degrees may correspond to a different axis of movement 
including translational axes X, Y, Z and rotational axes pitch 
(P), roll (R), yaw (A). In one example, the actual position of 
the sensed locations may be represented as one or more matri 
ces of values corresponding to the six degrees of freedom and 
having points P1, P2, P3, P4, P5, and P6. In order to shift the 
actual position to a desired adjusted position, a separate offset 
may be generated for each point of the six degrees of freedom. 
In particular, offset O1 may correspond to the X axis; offset 
O2 may correspond to the Y axis; offset O3 may correspond 
to the Z axis; offset O4 may correspond to the Paxis; offset 
O5 may correspond to the R axis; and offset O6 may corre 
spond to the A axis. Thus, by shifting the actual position by 
the offset in each of the six degrees of freedom, an adjusted 
position may be generated that is accurately shifted in all axes 
of movement. 

It will be appreciated that each of the offsets may differ 
based on their position relative to a predetermined reference 
position and/or the relative frame of reference. In some cases 
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if the offsets did not differ based on the relative frame of 
reference, but rather the same offset value was applied to all 
degrees of freedom of the actual location, the adjusted posi 
tion may be shifted away from a desired position resulting in 
skewing of the perspective of the rendered scene. Skewing of 
the presentation of the rendered scene due to shifting based on 
a single offset value may most be most apparent in a motion 
based control system where rotational and/or translational 
movement of the sensed object is scaled. However, by creat 
ing a separate offset for each the six degrees of freedom where 
the offsets differ based on a frame of reference that is relative 
to a reference position, an accurate perspective of a rendered 
scene may be presented even during scaled rotational and 
translational movement of the perspective. 

FIGS. 5A-5B each show a different perspective of a ren 
dered scene presented based on an actual position of a sensed 
location and an adjusted position that is offset from the actual 
location of the sensed location to a substantially center posi 
tion of the corresponding sensed object. The perspective of 
the rendered scene presented directly based on the actual 
position of the sensed location may be skewed from an 
expected perspective that may be aligned with a view of a 
user. On the other hand, the perspective of the rendered scene 
presented based on the adjusted position that is offset to a 
center position of a sensed object may be aligned with the 
expected perspective the viewed by a user. 

FIG. 5A shows an example of a rendered scene 500 that 
may be presented from a perspective 510 that is based on an 
actual position 504 of a sensed location 502. Sensed location 
502 may be placed proximate to a sensed object 506 and the 
movement of sensed object 506 may dictate the movement of 
sensed location 502. Due to the logistics of coupling the 
sensed location to the sensed object, the sensed location may 
be placed at a position away from a central position of the 
sensed object. For example, the sensed object may be a user's 
head and it may be difficult to place a sensed location at the 
center of a user's head without impeding on the user's vision 
or comfort. Thus, the sensed location may be coupled to a side 
of a users head via a coupling device. Such as for example, a 
headset. Since the user may control presentation of the ren 
dered scene based on movements of the user's head (sensed 
object), the user may expect the perspective of the rendered 
scene to align with the head of the user. However, in the 
illustrated example, the sensed location may be positioned 
upward and rightward of the user's head as viewed from a 
perspective of the user. In this example, since the rendered 
scene is presented directly based on the actual position of the 
sensed location, perspective 510 may be skewed, and more 
particularly, translated downward and leftward from the user 
expected perspective. In particular, the perspective of the 
rendered scene may be skewed such that the landscape of the 
rendered scene may be raised and the sun may be shifted 
upward and rightward Such that it is partially removed from 
the rendered scene. The skewing of the rendered scene may be 
perceived by the user as unnatural and inaccurate 

In order to correct skewing of the perspective of the ren 
dered scene the actual position of the sensed location from 
which control of the rendered scene is based may be offset to 
an adjusted position located at a substantially central position 
of the sensed object. 

FIG. 5B shows an example of a rendered scene 500 that 
may be presented from a perspective 512 that is based on an 
adjusted position 508 positioned central to sensed object 506. 
Adjusted position 508 may be offset from actual position 504. 
In the example where the sensed object is a head of a user, the 
adjusted position may be located at a position of the eyes of 
the user. In particular, perspective 512 may include landscape 
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that may be lower and a Sun that may be positioned centrally 
as compared to perspective 510. By offsetting the position 
from which presentation of the rendered scene is controlled to 
be aligned with the eyes of a user, the perspective of the 
rendered scene may be positioned at a position that may be 
expected. In this way, presentation of a rendered scene may be 
improved since the perspective may be perceived by a user as 
more natural and accurate. 
The rendered scene shown in FIGS. 5A-5B only shows 

translational shifting of the rendered scene based on the offset 
of the actual position of the sensed location to an adjusted 
position of the sensed location. However, it will be appreci 
ated that an offset may include translational and/or rotational 
shifting to generate an adjusted position from an actual posi 
tion. In one example, the offset may include six offset values 
that correspond to each of the six degrees of freedom which 
may be applied to the actual position to generate the adjusted 
position. 

Turning now to FIG. 6, in Some embodiments, one or more 
sensed locations 602 may be configured to be selectively 
coupled with an intermediary object 604 so that the interme 
diary object may be a sensed object to control output of a 
computing device. In particular, user 608 may interact with 
intermediary object 604 at 610 and since sensed locations 602 
may be coupled to intermediary object 604 at 606, the motion 
of intermediary object 604 may control output of a computing 
device. Such as for example, controlling presentation of a 
rendered scene. It will be appreciated that sensed locations 
602 may be coupled to the intermediary object 604 in any 
suitable manner at 606. For example, the sensed locations 
may include a fixed infrared array that may be enclosed, Snap 
fit, strapped, screwed, etc. to an intermediary object such that 
the sensed locations may represent the motion of the inter 
mediary object. In some examples, an intermediary object 
may be used as a prop to aid a user in simulating different 
actions in a virtual reality environment. For example, an 
intermediary object may simulate various types of sporting 
equipment, Such as for example, a baseball bat, tennis racket, 
steering wheel, joystick, etc. 

In some cases, the position at which the sensed locations 
may be coupled to the intermediary object may not accurately 
represent the position of the intermediary object. Thus, in 
order to improve accuracy of control, the actual position of 
the sensed locations may be offset to an adjusted position that 
accurately represents the position of the intermediary object. 
The adjusted position and/or the offset may be generated in 
any Suitable manner as discussed above and herein below. 

Furthermore, in some cases, an adjusted position and/or 
offset may be modified according to predefined positional 
and/or motion based characteristics of an intermediary object 
or characteristics of interaction between the intermediary 
object and the user. In one example, the motion control engine 
may be configured to offset the adjusted position of one or 
more sensed location by a predetermined set of values based 
on at least one of an orientation of the sensed locations rela 
tive to the intermediary object and an orientation of the inter 
mediary object to the user. 

FIG. 7 shows an example of how a plurality of sensed 
locations coupled to an intermediary object may interact with 
a user based on predefined positional and motion based char 
acteristics. In the illustrated embodiment, a fixed array of 
sensed locations 702 may be selectively coupled to an inter 
mediary object 704. In this example, the intermediary object 
may simulate a baseball bat for use with a virtual reality 
baseball simulation. The fixed array may have a predefined 
position relative to the bat that may be taken into account to 
generate an offset or adjusted position. For example, the 
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baseball bat may have defined dimensions and the adjusted 
position of the sensed locations may include an offset based 
of the defined dimensions. 

Furthermore, a virtual user 706 may be in operative com 
munication with intermediary object 704. Virtual user 706 
may include a plurality of rigid bodies 710 that may be con 
nected via joints 708. Each rigid body may have a defined 
range of motion relative to another rigid body based on the 
type of joint. In one example, the predefined range of motion 
of the rigid bodies may simulate approximately the range of 
motion of appendages of a person. The known ranges of 
motion of the rigid bodies may be applied to the position of 
the intermediary object relative to a particular rigid body in 
order to define movement and offset or adjusted position 
limitations. 

In some embodiments, multiple sensed objects may corre 
spond to different parts of the virtual user. Each of the sensed 
objects may have corresponding sensed locations which may 
be offset to an adjusted position to accurately define the 
position of the sensed objects. For example, a virtual user may 
include sensed locations corresponding to and placed proxi 
mate to each joint of the user. Each actual position of the 
sensed locations may be offset to an adjusted position that 
may beat a Substantially central location of each joint. In this 
way, the accuracy of motion-based control may be improved 
even for a plurality of sensed objects. 

Further, in Some embodiments, multiple sensed objects 
may correspond to virtual user and an intermediary object. In 
Such a configuration, an offset may be generated for the 
intermediary object and offsets for one or more other sensed 
objects of the virtual user may be generated based on the 
offset of the intermediary object and know positions or 
motions of the intermediary object relative to the virtual user. 
In one example, inverse kinematics may be used to iteratively 
derive offsets for one or more sensed objects of the virtual 
user based on the offset and position of the intermediary 
device. Likewise, inverse kinematics may be used to generate 
one or more offsets of an intermediary device based on the 
offset and/or position of a sensed object of a virtual user. 

Although FIG. 7 shows the virtual user in two dimensions 
and having rotation in two dimensions, it will be appreciated 
that the joints of the virtual user may have rotation in up to six 
degrees of freedom. Moreover, each joint may have a differ 
ent range of motion in each degree of freedom which may be 
considered when generating an offset or adjusted position. 

FIG. 8 shows an example graphical user interface that may 
be configured to facilitate setup of an offset position to control 
output of a computing device. Offset calibration GUI 800 
may be generated by a computing device and presented on a 
display of motion-based control system 30 shown in FIG. 1. 
Offset calibration GUI 800 may include one or more user 
selectable modules for calibrating an adjusted position that is 
offset from an actual position of one or more sensed locations. 
Some modules may initiate various different calibration pro 
cedures to define an adjusted position. Some modules may 
enable a user to select a calibrated offset that is predefined 
based on a desired adjusted position. The GUI calibrated 
offset and resulting adjusted position may be used to control 
presentation of a rendered scene in a manner that corrects 
skewing of a perspective in any suitable manner as described 
above. 

Offset calibration GUI 800 may include a module to enable 
a user to select a sensed location configuration at 802. The 
module may include a plurality of predefined sensed location 
configurations and associated offsets from which a user may 
choose. For example, predefined sensed location configura 
tions selectable in module 802 may include locations such as 
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right side of head, left side of head, top of head, or other 
Suitable appendage of a user, etc. Further, predefined sensed 
location configurations selectable in module 802 may include 
a predetermined number of sensed locations such as two, 
three, etc. Further still, predefined sensed location configura 
tions selectable in module 802 may include types of sensed 
locations such as infrared LEDs, reflectors, headset, hat, fixed 
array, etc. In response to user selection of one of the pre 
defined sensed location configurations, module 802 may 
apply the predefined offsets to the actual position of the 
sensed location to create an adjusted location as desired by the 
USC. 

In one particular example, a plurality of different manufac 
tures may produce different headsets and each headset may 
include a different configuration of sensed locations with a 
different offset based on the configuration of the sensed loca 
tions. In this example, module may include a list of headsets 
and upon user selection or other indication of the type of 
headset, the predefined offset may be applied to shift the 
actual position to the adjusted position. 

In some embodiments, the predefined sensed location con 
figurations may be presented to a user pictorially. In some 
embodiments, the predefined sensed location configurations 
may be presented to a user via a drop down or other menu. It 
will be appreciated that the above predefined configuration 
types are exemplary and two or more of the configuration 
types may be combined to select a predefined offset or 
adjusted position. Further, it will be appreciated that other 
characteristics of predetermined sensed location configura 
tions may be used to create a predefined offset or adjusted 
position. For example, module 802 may include a list of 
intermediary objects which may be coupled to the sensed 
object and the predefined offsets and adjusted position and/or 
predefined movement limitation may be applied based on the 
intermediary objects. 

Offset calibration GUI 800 may include a module to enable 
a user to select a desired offset or adjusted position at 804. In 
one example, the module may include a diagram of a body 
and the user may point and click a location on or adjacent to 
the body to designate an offset or adjusted position from 
which a perspective of a rendered scene may be controlled. 
Upon selection of a desired position, engine software may 
determine offset values that may be applied to the actual 
position of one or more sensed locations in order to offset the 
actual position of the sensed location to the desired adjusted 
position. By enabling a user to select a desired position to 
control a perspective of a rendered scene, Software and, more 
particularly, gaming may be easily customized for various 
configurations as desired by a user. 

It will be appreciated that module 804 may be configured to 
enable a user to select multiple offsets or adjusted positions 
based on a number of sensed location and/or sensed objects to 
control presentation either a first person perspective or a third 
person perspective of a rendered scene or to control other 
computing operations. In one example, a user may select an 
offset or adjusted position for one or more sensed locations 
corresponding to the user's head and may select a second 
offset or adjusted position for one or more sensed locations 
corresponding to an intermediary object that may be held in a 
hand of a user. Further, in some embodiments, additional 
adjusted positions of sensed objects represented by additional 
sensed locations of a user may be determined relative to a 
selected offset or adjusted position by applying inverse kine 
matics. For example, a user selected adjusted position may 
correspond to a hand of a user and inverse kinematics may be 
used to determine how the users arm or other body part is 
positioned relative to the designated adjusted position and 
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any actual location of sensed locations corresponding to the 
arm or other body part may be adjusted based on the selected 
adjusted position. In this way, a plurality of sensed objects 
corresponding to a user may be accurately represented from 
selection of a single adjusted position corresponding to a 
single sensed object. 

Offset calibration GUI 800 may include a module to enable 
a user to performa calibration procedure in order to determine 
an offset or adjusted position of one or more sensed locations 
corresponding to a sensed object at 806. In one example, 
module 806 may present instructions to the user to perform 
various movements in order to detect and record movement 
patterns of the sensed object. The instructions may command 
the user to exercise the axes of movement of the sensed object 
in order to create data points corresponding to one or more 
sensed location. In particular, the instructions may command 
the user to move the sensed object to the limits of a range of 
motion in each of the translation and rotational axes in order 
to create data points. Based on the data points generated by 
exercising the axes of movement of the sensed object, engine 
Software may be configured to determine a range of motion of 
the sensed object and may iteratively define a frame of refer 
ence of the sensed locations from which an offset may be 
created. Further, engine software may be configured to adjust 
an offset or adjusted position based on additional data points 
collected over time based on movements of the sensed object. 
In this way, an offset or adjusted position may be learned 
and/or updated over time to improve accuracy off the offset 
based on user movement tendencies. 

In some embodiments, the calibration procedure and/or 
engine software may take into account known body kinemat 
ics and movement limitation to define an offset that corre 
sponds to a sensed object which may be a part of a user's 
body. 

Offset calibration GUI 800 may include a module to enable 
a user to enter physical properties of a sensed object that may 
be used to define an offset or adjusted position at 808. In one 
example, a general physical property may be entered such as 
for example identifying a body part that may be designated as 
the sensed object and the offset or adjusted position may be 
generated based on the designation. As another example, 
physical properties may be entered may have a finer granu 
larity Such as entering specific dimensions or movement limi 
tations of various parts of a user's body or other intermediary 
object that may be designated as the sensed object and the 
offset or adjusted position may be generated based on the 
dimensions and/or limitations. In one particular example, the 
physical properties may define kinematic rules that may be 
applied to create the offset or adjusted position. 

Offset calibration GUI 800 may include a module to enable 
a user to automatically calibrate an offset or adjusted position 
at 810. Automatic calibration may include free movement of 
a sensed object from which a cluster of data points may be 
generated based on the sensed locations of the sensed object. 
The data points may be processed to determine axes of move 
ment of the sensed object and/or a relative frame of reference 
of the sensed object from which an offset or adjusted position 
may be created. Module 810 may differ from module 806 in 
that the calibration procedure may provide specific move 
ment instructions to the user to determine an offset while 
module 810 may determine an offset only based on the col 
lected data points. 

Offset calibration GUI 800 may include a module to enable 
a user to load a user profile at 812. A user profile may include 
a predefined offset or adjusted position that may be generated 
according to any of the above described modules. A user may 
create and store one or more profiles based on use of various 
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sensed objects or desired offset locations. For example, a user 
may have a first profile that includes an offset corresponding 
to the user's head for use with “fish tank” type first person 
gaming such as a flight simulator. The user may have a second 
profile that includes an offset corresponding to the user's 
hand and/oran intermediary object for use with a sports based 
game such as baseball or bowling simulation. 

In some embodiments, an offset or adjusted position of a 
user profile may be dynamically modified as the offset or 
adjusted position is used to control Software. In other words, 
the offset or adjusted position may be adaptively learned as 
user tendencies change and the updated offset or adjusted 
position may be saved in the user profile. Further, an offset or 
adjusted position may be adaptively learned in view of the 
specific Software application or game being played by the 
user. Thus, if a user's movement tendencies or sensed loca 
tions change based on different games the offset or adjusted 
position may be adjusted accordingly. In this way, motion 
based control accuracy may be maintained or improved 
throughout varied interaction with different games and other 
computer Software. 

Note that profiles may be created, stored, and/or loaded for 
a plurality of different users and each user may have a unique 
profile or set of profiles. In some embodiments, the offset 
profile may be a subsection of a user profile that includes 
other personal or statistical information associated with a user 

It will be appreciated that in some embodiments of the 
offset calibration GUI one or more of the above described 
modules may be omitted. In some embodiments, the offset 
calibration GUI may include only one type of calibration 
procedure or module for calibrating an offset or adjusted 
position. 

In some embodiments, the offset calibration interface may 
not be presentable on a display or may not include graphic. In 
some embodiments, the offset calibration user interface may 
include a user input device configured to send user input to 
one or more components of the motion-based control system. 
For example, a user may provide user input to the offset 
calibration interface via a user device and the user input may 
be sent to the motion control engine to perform offset cali 
bration. 
Now turning to FIG. 9, an example method to control a 

rendered scene presentable on a display of a computing 
device utilizing a sensed object is shown. As discussed above, 
a sensed object may include, for example, a part of a user's 
body such as the user's head or an intermediary object that the 
user may control. Further, the sensed object may control 
presentation of an entire perspective of a rendered scene, Such 
as for example, a first person view or may control presentation 
of a aspect of a rendered scene. Such as for example, a the 
movement of a baseball bat controllable by a virtual player. 
The method may include at 902, receiving positional data 
from a sensing apparatus. The positional data may be indica 
tive of an actual position of at least one sensed location. The 
actual position of the sensed location may be relative to a 
reference position. As one example, the actual position may 
be relative to the sensing apparatus. In some cases, the posi 
tional data may be indicative of a plurality of sensed locations 
and a single location having six degrees of freedom of move 
ment may be derived from the positional data. 
At 904, method 900 may include offsetting the actual posi 

tion of the sensed location to a desired adjusted position 
representative of the sensed object. As discussed above with 
reference to FIG. 8, a desired adjusted position may be 
selected in a variety of ways. In one example, a desired 
adjusted position may be located at a substantially central 
location of a head of a user proximate to the user's eyes which 
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may create a perspective aligned with the vision of the user. 
As another example, the desired adjusted position may be 
located at a substantially central position of a joint of a user's 
body. 

Furthermore, offsetting the actual position of the sensed 
location to a desired adjusted position may account for the six 
degrees of freed of movement of the sensed object. In one 
example, a separate offset may be created for each degree of 
freedom of movement of the actual position of the sensed 
location. Thus, the adjusted position may be fixed relative to 
the actual position throughout an entire range of motion of the 
sensed locations. 
At 906, method 900 may include generating control com 

mand based on the desired adjusted position. The control 
commands may be configured to adjust the rendered scene 
responsive to movement of the desired adjusted position. In 
one example, control commands may be generated by engine 
Software sent to a controlled software application Such as a 
virtual reality video game. Although, it will be appreciated 
that control commands may be generated by Software other 
than engine Software Such as in a video game software or 
Software of a sensing apparatus, for example. 
At 908, method 900 may include storing at least one of the 

desired adjusted position and offset values associated with the 
desired adjusted position in a profile of a user. The user profile 
may be one of a plurality of user profiles. 

At 910, method 900 may include updating a user profile 
with a modified adjusted position. The modified adjusted 
position may be adaptively learned based on user movement 
tendencies. As discussed above, an adjusted position may be 
modified in a user profile for aparticular type of software such 
as for a particular game, on the other hand, the adjusted 
position may be modified for multiple or all rendered scenes 
or other control applications. In some embodiments, sense 
may be rendered based on learned offset or adjusted posi 
tional feedback to improve rendering accuracy. 

Sensors or sensed locations may be inherently offset from 
a desired position due to the nature of coupling a sensor to a 
desired location, especially in the case of coupling a sensor or 
sensed location to a user. Thus, by employing the above 
described method to offset an actual position to a desired 
adjusted position and control presentation of a rendered scene 
based on the adjusted position presentation accuracy of the 
rendered scene may be improved. 

Furthermore, by storing an offset adjusted position to con 
trol presentation of a rendered scene in a user profile, motion 
based control of a rendered scene may be simplified and time 
may be saved since repeated calibration of an offset for a 
sensed object may be reduced or eliminated. Moreover, by 
updating the profile with a modified adjusted position 
motion-based control accuracy may be maintained over time 
even as a user's movement tendencies change. 

It will be appreciated that the embodiments and method 
implementations disclosed herein are exemplary in nature, 
and that these specific examples are not to be considered in a 
limiting sense, because numerous variations are possible. The 
subject matter of the present disclosure includes all novel and 
nonobvious combinations and Subcombinations of the Vari 
ous intake configurations and method implementations, and 
other features, functions, and/or properties disclosed herein. 
The following claims particularly point out certain combina 
tions and Subcombinations regarded as novel and nonobvi 
ous. These claims may refer to “an element or “a first 
element or the equivalent thereof. Such claims should be 
understood to include incorporation of one or more Such 
elements, neither requiring nor excluding two or more Such 
elements. Other combinations and subcombinations of the 
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14 
disclosed features, functions, elements, and/or properties 
may be claimed through amendment of the present claims or 
through presentation of new claims in this or a related appli 
cation. Such claims, whether broader, narrower, equal, or 
different in scope to the original claims, also are regarded as 
included within the subject matter of the present disclosure. 
What is claimed is: 
1. A system for controlling presentation of a rendered scene 

based on user-controlled movement of a sensed object, com 
prising: 

one or more sensed locations affixed to the sensed object in 
a position offset from a desired control position associ 
ated with the sensed object; 

a sensing apparatus to sense an actual position of the sensed 
locations relative to the sensing apparatus; and 

a motion control engine executable on a computing device, 
in response to the motion control engine receiving posi 
tion data indicative of the actual position of the sensed 
locations from the sensing apparatus, the motion control 
engine being configured to generate an adjusted position 
based on the position data, wherein the adjusted position 
is offset from the actual position of the sensed locations 
to correspond to the desired control position of the 
sensed object, wherein the adjusted position is fixed 
relative to the actual position of the sensed locations, and 
wherein the adjusted position corresponding to the 
desired control position of the sensed object is used to 
control a presentation of a rendered scene generated by 
a computing device on a display positioned away from a 
user in a fixed location while the user moves relative to 
the display. 

2. The system of claim 1, further comprising: 
a presentation application in communication with the 

motion control engine, the presentation application 
being configured to display a rendered scene based on 
the adjusted position, and configured to change the ren 
dered scene in response to a change in position of the 
adjusted position. 

3. The system of claim 1, wherein the position data of the 
sensed locations includes six degrees, each degree corre 
sponding to a different axis of movement of the sensed loca 
tions, and wherein the adjusted position includes six offset 
values, each offset value corresponding to a different one of 
the six degrees and the offset values differing relative to the 
six different axes of movement. 

4. The system of claim 1, wherein the sensed locations 
include a fixed array of at least three infrared light emitting 
diodes and the sensing apparatus includes an infrared camera 
device to detect the respective position of each of the at least 
three infrared light emitting diodes. 

5. The system of claim 1, wherein the sensed object is a 
head of a user and the sensed locations are secured to the head 
of the user and the adjusted position is offset from the actual 
position of the sensed locations to Substantially a center posi 
tion of the head of the user. 

6. The system of claim 1, wherein the one or more sensed 
locations is a plurality of sensed locations, and wherein the 
motion control engine is configured to offset the adjusted 
position by a predetermined set of values that differs based on 
a configuration of the plurality of sensed locations. 

7. The system of claim 1, wherein the sensed locations are 
configured to be selectively coupled with an intermediary 
object and the motion control engine is configured to offset 
the adjusted position by a predetermined set of values based 
on at least one of an orientation of the sensed locations rela 
tive to the intermediary object and an orientation of the inter 
mediary object to a user. 
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8. The system of claim 7, wherein the motion control 
engine is configured to receive an indication of a type of 
intermediary object and configured to offset the adjusted 
position by a predetermined set of values based on the type of 
intermediary object. 

9. A method of controlling a rendered scene presentable on 
a display of a computing device based on user-controlled 
movement of an intermediary object, the method comprising: 

receiving positional data from a sensing apparatus, the 
positional data indicative of an actual position of one or 
more sensed locations affixed to the intermediary object 
in a position offset from a desired control position asso 
ciated with the intermediary object, the actual position 
relative to a reference position; 

offsetting the actual position of the sensed locations to the 
desired control position for the intermediary object, 
where the desired control position is fixed relative to the 
actual position; and 

generating control commands based on the desired control 
position, the control commands to control presentation 
of the rendered scene generated by a computing device 
on a display positioned away from a user, wherein the 
control commands adjust the rendered scene responsive 
to movements of the desired control position, the move 
ments of the desired control position representing move 
ments of the intermediary object. 

10. The method of claim 9, wherein the desired control 
position is user selected. 

11. The method of claim 9, wherein the desired control 
position is defined by a calibration procedure that includes 
exercising axes of the intermediary object to create a plurality 
of data points, defining a set of limitations of motion corre 
sponding to each axis of movement of the intermediary 
object, and iteratively defining offset values of the desired 
control position based on the data points and the set of motion 
limitations. 

12. The method of claim 9, wherein the desired control 
position is selectable from a plurality of predefined positions. 

13. The method of claim 9, further comprising: 
storing at least one of the desired control position and offset 

values associated with the desired control position in a 
profile of a user, wherein the profile is one of a plurality 
of user profiles. 

14. The method of claim 13, further comprising: 
updating the user profile with a modified at least one of the 

desired control position and offset values associated 
with the desired control position based on adaptively 
learned user tendencies. 
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15. A motion-based control system to control presentation 

of a rendered scene based on user-controlled movement of a 
sensed object, the system comprising: 

a motion control engine executable on a computing device, 
in response to the motion control engine receiving posi 
tion data from a sensing apparatus indicative of an actual 
position of one or more sensed locations affixed to the 
sensed object in a position offset from a desired control 
position associated with the sensed object, the motion 
control engine being configured to generate an adjusted 
position that is offset from the actual position of the 
sensed locations to correspond to the desired control 
position and is fixed relative to the actual position of the 
sensed locations, wherein the adjusted position is adap 
tively learned as user tendencies change, and wherein 
presentation of the rendered scene is generated by a 
computing device on a display positioned away from a 
user and is based on the adjusted position; and 

a user interface configured to receive user input, wherein 
the user input defines a characteristic of the adjusted 
position, and the motion control engine being config 
ured to calibrate the adjusted position based on one or 
more of the user input and movement tendencies of a 
USC. 

16. The system of claim 15, wherein the user input includes 
a plurality of physical properties that defines a sensed object, 
and the motion control engine being configured to calibrate 
the adjusted position based on the plurality of physical prop 
erties. 

17. The system of claim 15, wherein the user input includes 
positional data generated from a calibration procedure, 
wherein the calibration procedure includes exercising the 
sensed locations in six axes of movement to determine a range 
of motion of the sensed locations. 

18. The system of claim 15, wherein the user input includes 
selection of the desired control position. 

19. The system of claim 15, wherein the user input includes 
selection of a predetermined offset profile from a plurality of 
different offset profiles. 

20. The system of claim 19, wherein at least one of the 
plurality of different offset profiles includes at least one 
sensed location that is positioned relative to a user differently 
than at least one sensed location of a different predetermined 
offset profile. 


